Hologram characterization in an optical memory
experiment using photorefractive LiNbO5

D. A. Woodbury, F. Davidson, T. A. Rabson, and F. K. Tittel

The design and performance characteristics of a computer interfaced optical memory system that utilizes
holographic storage in photorefractive LiNbOQj crystals are examined. An observed resolution limit of 145
pm (at 31 cm beyond the hologram) agrees closely with a 155-um limit estimate based on spatial filtering and
diffraction considerations. Angular and wavelength indexing are compared. A 3-D storage density limit
of 10'° bits/cm3 is estimated for angular indexing with the viewing angle optimized.

l. Introduction

Early considérations of volume holographic optical
memories concluded that storage densities on the order
of A~3 for light of wavelength A are theoretically possi-
ble.! For the visible range this implies a storage density
of 1012 bits/cm3, and the prospect of suich high densities
has motivated the study of volume holographic storage
in photorefractive crystals such as LiNbO3.2-6- In these
crystals the information is recorded as a spatially
varying refractive index forming a phase hologram.
Volume, or 3-D, storage is based on the superposition
of 2-D holograms indexed by varying the Bragg condi-
tion for writing and readout.l:78 Associated with this
is the technique of thermal fixing to avoid erasure
during superposition as well as to extend hologram
lifetime.’% Erasure during readout can be avoided by
multiphoton writing, where the single-photon energy
at readout is insufficient for photoexcitation.!l Co-
herent erasure has been shown capable of selectively
altering pages down to individual bits, leaving the other
components virtually undisturbed.? Thus 3-D holo-
graphic storage in photorefractive crystals promises to
be flexible technology for use in high density random
access memories.

This paper describes the design and characterization
of an experimental voluine holographic optical memory
system. In particular, the problems associated with the
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storage capacity of 2-D hologram pages and their su-
perposition are discussed. The bit resolution was found
to be limited by diffraction at the hologram image and
spatial filtering at the hologram. Both angular and
wavelength indexing were studied, and, with compa-
rable separation criteria, angular indexing proved su-
perior. Optimization of the viewing angle was found
to be critical in maximizing the predicted 3-D storage
density with angular indexing.

Il. Experimental Procedures

The crystals used for this work were unannealed
0.05% iron-doped poled LiNbOj3 obtained from Crystal
Technology. All hologram writing and reading were
carried out with a cw argon-ion laser usually operated
at 457 or 515 nm. The net writing intensity was 300
MW/cm? with a 30-sec exposure time that yielded a
diffraction efficiency of about 50%. Angles of diver-
gence and convergence were small, and lenses were not
fully illuminated so that neither spherical aberration
nor aperture diffraction patterns were a problem.

Figure 1(a) shows the configuration used in this work.
A signal beam S was expanded and recollimated to a -
1-cm FWHM beam that was passed through 2.5-cm
diam lenses. - The lens LS was used to focus the signal
beam down to a hologram diameter A of roughly 1 mm"
in the crystal and to image the object at the detector.
During readout the resulting hologram was self-focusing
and required no additional lens. The lens LR focused
the reference beam R to match the diameter of the S
beam in the crystal. A shutter was used to block the
signal beam during readout. As indicated by the dot—
dashed lines, recorded diffracted waves from the object
passed through an exit pupil determined by the holo-
gram diameter. Holograms were recorded at an inter-
section near the R and S focal pointg, rather than at a
common focal point, to avoid output distortions.



The hologram output was detected using a P.A.R.
1205A/08 optical multichannel analyzer (OMA) oper-
ated in the 2-D mode. The OMA was interfaced with
a PDP11/V03 minicomputer [as shown in Fig. 1(b)] so
that the data from the OMA could be stored and pro-
cessed conveniently. A single OMA scan consisted of
32 lines of 500 points each, and the OMA console was
able to store on line of 500 points. The OMA detector
was a silicon itensified target vidicon driven by the
OMA console. The vidicon provided a preamplified
analog pulse with a height that corresponded to the
optical intensity detected at a given point. This pulse
height was converted to binary coded decimal (BCD)
by the OMA console for single-line operations. The
BCD data were reconverted to analog by the console for
real-time display on an XYZ monitor. The displays
appeared as intensity modulated raster-scanned mon-
itor traces. These displays were photographed and are
referreéd to as OMA display data. A storage monitor
was used here to make the roughly one picture per sec-
ond appear to be a continuous display.

Data from the OMA vidicon detector were sent to the
computer as follows: the OMA console converted the
preamplified vidicon output pulse into a burst of 16-
MHz clock pulses, whose burst length (total number of
pulses) was proportional to the vidicon pulse height.
The number of such pulses ranged from about 400
(vidicon dark current only) to a maximum of 950
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Fig.1. Schematic of optical data acquisition system: (a) holographic

storage arrangement with lens LS 13 ¢m from the object, focusing the

signal beam S into the crystal 11 cm from LS and forming the image

on the detector 31 cm from the crystal; (b) detection scheme using an
OMA system.

(first-stage analog-to-digital conversion saturated).
The useful linear range extended from about 400 to 740
such pulses. Each vidicon pulse corresponded to about
two detected photons at the vidicon surface. These
counts were gated to a pair of 12-bit binary counters.
The contents of these counters were alternately stored
in computer memory with the use of a direct memory
access interface (DMA) at the rate of 22k words/sec.
Each 32-line scan vidicon picture was initially stored as
16,000 words of 16 bits each in memory.

The computer processed, displayed, and stored the
data as follows. First, an operator-selected background
count level was subtracted from each of the 16,000
picture elements. Adjacent picture elements were
combined so that the number of elements per line was
reduced from 500 to 250. This allowed each line to be
displayed through the use of 8-bit digital-to-analog
converters (ADCs). This caused a loss in horizontal
resolution but gave an improved SNR for the vidicon
signals, as will be discussed. The intensity at each of
the resultant 8000 picture elements was divided by four
so each could be represented as 8 bits (1 byte). The
8000 bytes were paired so they could be stored on a
diskette as 4000 16-bit (2-byte) words. The entire
32-line pictures obtained in this way were displayed by
the computer using thee 8-bit DACs to drive an XYZ
monitor.

The vidicon is essentially a photon detector, and its
output is statistical in nature, even when illuminated
with constant intensity light. Since the holograms in-
vestigated were intended to store only binary infor-
mation, they consisted of patterns of only light (illu-
minated) or dark (nonilluminated) regions. The opti-
mal detection scheme!3 for recovery of these patterns
using a photon detector consists of a comparison of the
number of photocounts detected at any given point with
a preselected threshold number of counts chosen to
minimize the probability of error (deciding light was
present when it was not and vice versa). If the number
of such counts exceeded the threshold value, light was
considered present. Each picture was compared
against a preselected threshold and adjusted to full in-
tensity or zero depending on the result of the compari-
son. This process is referred to as hard limiting in the
subsequent discussion of our results.

The OMA vidicon detector area was spatially ex-
tended by translation of the vidicon so that a 2.5- X
2.5-cm? image area could be inspected. Usually data
were taken over a total region consisting of about 200
lines of 1200 points each. In addition the intensified
vidicon sensitivity allowed the use of filtering to cover
a large range of optical intensities. Typically each
vidicon position was investigated with one or two dif-
ferent filter factors. The resulting composite repre-
sented the complete image as if detected with a larger
detector of greater dynamic range.

lll. Results

Quantitative resolution measurements were based
upon the single-line profiles obtained from the OMA as
shown in Fig. 2. The objects used were sets of triple
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Fig. 2. Optical resolution characteristics depicted as single-line
profiles from the OMA console: (a) hologram output for resolution
bar chart with 11- and 12-channel separations satisfying Rayleigh
criterion; (b) directly imaged object for Fig. 2(a); (c) hologram output
for larger spacings showing 27-channel spacing similar to horizontal
bit spacing in array study; (d) directly imaged object associated with
Fig. 2(c). Inallfour cases the slowly curved line immediately under
the data is the dark current background.

vertical bars from a resolution chart. The hologram
outputs shown in Figs. 2(a) and (c) correspond to objects
that appear directly imaged in Figs. 2(b) and (d), re-
spectively. The Rayleigh criterion is satisfied for the
two sets of bars shown in Fig. 2(a) with 11- and 12-
channel spacings. The criterion requires a darkening
to 81% of the maximum local intensity for the objects
to be resolved, which is indicated by the arrows and
horizontal marks. The 12.5-um interchannel spacing
on the vidicon together with the 11.5-channel average
resolved separation imply a resolution limit of 145 um
for these outputs imaged at a distance of 31 ¢m from the
crystal. As seen from Fig. 2(b), direct imaging of the
object is well within these limits. Similar measure-
ments indicated a 4-channel or 50-um resolution limit
for direct imaging. (The detector was 42 cm from the
focusing lens LS.)

Figure 2(c) demonstrates the contrast ratio possible
in the hologram output. Here only 5% of the maximum
is detected in the images of the larger structures.
However, the degree of smoothing or loss of detail re-
mains in agreement with the resolution limit. The di-
rect imaging of these structures is shown in Fig. 2(d).
The bracketed 27-channel spacing in Fig. 2(c) roughly
corresponds to the horizontal bit spacing used for a
bit-array study described below.

It was necessary to optimize the positions of lenses
LS and LR before holograms could be written reliably.
The OMA display for the directly imaged object, a res-
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Fig. 3. Beam focusing: (a) directly imaged object with 50-pm res-

olution limit; (b) hologram output for both beams focused in crystal

during writing; (c) output for R defocused but S still focused in crystal;

(d) output when both R and S are defocused and matched at ~1-mm
diameters.
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Fig.4. Direct imaging of resolution chart on extended detector: (a)
OMA display; (b) hard-limited data from computer.

Fig. 5. Output of hologram of a resolution chart observed with ex-
tended detector: (a) OMA display; (b) hard-limited data.



olution chart, is shown in Fig. 3(a) resolved down to the
50-um limit. The output from a hologram written with
both beams focused in the crystal is shown in Fig. 3(b),
where no structure was evident in the output. When
R was defocused to a 1-mm spot in the erystal, a high
degree of structure became evident, as shown in Fig.
3(c). However, the contrast appeared reversed and the
image to be differentiated. Finally, when S was also
defocused to match the 1-mm diameter of R in the
crystal, the output, shown in Fig. 3(d), displayed the
145-um limit and the correct contrast.

The absence of any detail in Fig. 3(b) can be attrib-
uted to the diffraction limit due to the hologram be-
coming of the order of the image size and its own spatial
filter. The hologram size is crucial in determining both
of these limits, and the focus of R defines this size in the
crystal. The contrast reversal and image differentiation
shown in Fig. 3(c) are interpreted as a loss of low spatial
frequency components. These compohents are most
likely suppressed by nonoptimized intensity-matching
conditions for R during hologram writing. Here the
sharply focused S wave has low frequency components
at high intensity near the optic axis, while R is defocused
and is more evenly distributed and less intense at that
axis. Conversely, the high spatial frequency compo-
nents in the S wave are distributed across the R wave
and are more favorably intensity matched for holo-
graphic recording.

The results of extending the detector as described are
evident in the OMA display composite of Fig. 4(a).
This is a direct image of the resolution limit for direct
imaging seems more than adequate. In Fig. 4(b) the
same image data have been stored and processed using

‘the PDP11 minicomputer. A series of 32-line 250-
point/line zones were searched for thresholds that re-
covered the most detail. This was done to approximate
a surface resembling the unmodulated beam profile and
corresponding to a smooth variation of the filter factor
and threshold across the image. In addition to en-
hancing greatly the appearance of the image, the
hard-limiting procedure establishes that horizontal bars
can be distinguished on alternate vidicon lines, i.e., at
200-um vertical spacings.

The resolution chart was holographically recorded,
and the extended OMA display of the output is shown
in Fig. 5(a). Extensive convolution of both the R and

- S beams with modulation is apparent in the raw data.
This output may be thought of as a blank hologram
carrier beam that combines the R profile with the un-
modulated S profile, which is in turn modulated by the
object. Output image elements near the resolution
limit are strongly disrupted by variations in the carrier,
while those well within the limit are not seriously al-
tered. The data of Fig. 5(a) were hard limited to pro-
duce Fig. 5(b). The threshold varied by a factor of 2,
and the filtering was varied by a factor of 10, which
permitted the intensity levels to be distinguished over
arange of about 20-1. The smoothing of Figs. 5(a) and
(b) corresponds to the 145-um limit mentioned earlier.
The horizontal bars appear separated at a spacing
roughly 50% greater than that for the vertical bars.

Fig. 6. Output of hologram written with bit array: (a) OMA display;
(b) hard-limited data.

A bit array was stored holographically to characterize
the variation of bit storage with location in the hologram
output. The bit spacings were well within the 145-um
limit vertically and horizontally. Asshown in Fig. 2(c),
the horizontal spacing is about 27 channels or 340 um
at the detector, and the vertical spacing is 580 um. The
OMA display for the bit-array hologram output is
shown in Fig. 6(a). The large structures are register
marks. The hard limited data are shown in Fig. 6(b),
which shows a continuous array of bits extending over
the output. As before, an intensity range of about 20-1
was inspected. Hard limiting the data recovered 700
bits in this hologram. The 1.7-1 vertical-vs-horizontal
bit spacings and the recovery of 34 rows of bits in other
holograms [see Fig. 7(a)] imply 1k bits/hologram are
recoverable,

Wavelength and angular indexing are physically
similar,”%14 and both methods were studied. Holo-
grams were superimposed over one another at different
wavelengths. Figures 7(a) and (b) shows the hard-
limited outputs for a holograms written over one an-
other at 457 and then 515 nm, respectively. Here
80-90% of the bits are recovered in the second hologram
shown in Fig. 7(a), and the numerals remain quite rec-
ognizable. The first hologram was written with twice
the exposure as the second hologram to compensate for
erasure. The output of the first hologram written at 457
nm is shown in Fig. 7(b) after superposition. Here only
50% of the bits are recovered, and fringes are apparent
in the output that suggest interference with the other
hologram output.

The 600-A separation used in wavelength indexing
was used to infer a 0.7° separation for angular indexing,
as-discussed below. Holograms were angularly indexed

. at this separation, and the hard-limited outputs for two

of these are shown in Figs. 7(c) and (d). The results are
markedly better than for the wavelength-indexed ho-
lograms of Figs. 7(a) and (b). Eighty percent of the bits
are recovered in both the angularly indexed holograms,
and no fringes are visible. Angular indexing is the
method assumed in 3-D storage-density estimates dis-
cussed below.
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IV. Discussion

Three-dimensional storage density depends on 2-D
capacity of a hologram page and the capacity of a thick
medium to hold superimposed hologram pages.!:7:8
The 2-D storage density for circular image-filling arrays
stored as circular holograms in a square lattice is given

as
7 (eD\2

D=7 (hd) ' W
Here h is the hologram diameter, ¢ is a filling factor al-
lowing for spacings greater than h, d is the resolution
limit or minimum bit spacing, and D is the image di-
ameter. The resolution results indicate d = 145 um at
31 cmfor h = 1 mm. Thus, D = 210k bits/cm? is the
resolution-limited 2-D storage density for D = 1.5 cm
and assuming ¢ = 1 in this arrangement.

The resolution limit may be attributed to diffraction
effects associated with the hologram diameter. The
appropriate form to use concerning a hologram output
is the Rayleigh resolution limit. This requires the first
minimum of one output element diffraction pattern to
fall on the maximum of the next. The limit then be-
comes

d = \z/h (2)

with z being the hologram-to-image distance (31 cm).
Equation (2) may also be obtained based on spatial filter
arguments, where d is taken as the fringe spacing for two
sources at opposite boundaries of the hologram.!®
Specifically, for d < z the interfering wave fronts are
nearly planar over the region of interest so that d = A\/2
sinf for a half angle §. Then for h « z the small-angle
approximation holds so that 2 sinf = 20 =~ h/z in
agreement with Eq. (2). Another argument concerns
the recording ability of the hologram, which depends
on the beat frequency between independent sinusoidal
components. These components yield critically re-

Fig. 7.

Indexing: (a) hologram written at 515 nm; (b) at 457 nm; (c),
(d) angularly indexed holograms separated by 0.7°.
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solved image elements at far field. The beat frequency
is limited by 1/h, and if the components have grating
spacings x and x’, they can only be distinguished if they
are recorded over the distance (1/x — 1/x”)~! < h. This
last condition yields d = Az/h cosf), which is within a few
percent of Eq. (2) for half angles of § < 15°.

As shown, diffraction and spatial filtering consider-
ations give equivalent estimates of the resolution limit
for hologram recording and readout. Equation (2) in-
dicates a limit of 155 um for z = 31 cm and A = 1 mm,
which is in close agreement with the observed limit of
145 pm. Using d = 155 um in Eq. (1) lowers the esti-
mated 2-D density to © = 180k bits/cm2. Conse-
quently, the average values of d =~ 150 um and D =~ 200k
bits/cm?2 seem reasonable.

Equations (1) and (2) may be combined to put the
estimate in terms of a viewing angle F = D/z, where the
result takes the form

7 [eE\2

2 (A) ®
and is independent of k. This general form may be
multiplied by 2/7 to consider square arrays. Other
estimates®18 of D are similar in form with the diffrac-
tion limit chosen differently. Aperture ratio magnifi-
cation and other parameters may be optimized,16 but
Eq. (3) specifies the upper limit on 2-D storage den-
sity.

Holograms were also recorded using bit arrays with
bit spacings well within the resolution limit discussed.
Approximately N = 103 bits/hologram were recovered.
The corresponding storage density is given by D =
N(e/h)2, which implies 25k bits/cm2 There is an
asymmetry of d, = 1.7d,, where d, and d, are the ver-
tical and horizontal spacings, respectively. This
asymmetry and the use of a horizontal bit spacing that
is twice the resolution limit imply a storage density of
(1.7 X 2 X 2)71 = 0.15 times the resolution-limited es-
timate. Thus, 0.15 X 200k bits/cm? = 30k bits/cm?2 is
the expected density in good agreement with the 25k-
bit/cm? storage density achieved.

Wavelength indexing results shown in Figs. 7(a) and
(b) indicate that greater than 600 A is needed to avoid
interference of the outputs. The Bragg condition A =
2A sinf) may be differentiated to yield

2N 2N

2A cosf N tand. “
Then Eq. (4) may be used to convert the 600-A wave-
length separation to a corresponding angular separation
of 0.7°. This angular separation is more than adequate
as shown in Figs. 7(c) and (d) compared with the
wavelength indexing result shown in Figs. 7(a) and (b).
Considering that the two choices of separation ought to
be roughly equivalent, this is evidence that angular in-
dexing is the better method of superposition.

The total useful angle & and the crystal or beam
rotation angle ® — F determine the number of super-
positions M as

o0

M= (P — F)/o0. (5)
For a typical value of ¢ = 60°, Eq. (5) indicates that



eighty holograms could be superimposed (with fixing)
based on the F = 2.8° view angle used here. The reso-
lution-limited 2-D density of D = 200k bits/cm? and an
effective thickness!* of ~0.5 mm in this material imply
a 3-D density of A = MD/t = 320M bits/cm3. The
stored bit-array results imply a A about ten times
smaller.

A theoretical estimate of the 3-D storage density can
be obtained from Egs. (3) and (5) as

_MD_ (2K [eFp
A= ~4t( aop)(ﬂ' ’ ©)

This expression can be maximized as a function of F,
and F = (%3)® is shown to be the optimum choice of view
angle. Using this view angle, the resolution-limited 2-D
density is 4 X 107 bits/cm?, and the 3-D density is 2 X
1010 bits/cm3. As before, the bit-array results are about
Yo of this. Severe distortions and beam matching
problems inhibit the use of total angles of much more
than ® = 60°, but in principle another factor of 10 could
be gained if such problems-were overcome.

The holograms were detected with the use of a silicon
intensified target (SIT) vidicon of a sensitivity such that
one OMA count corresponded to about two detected
photons. Each point in the reconstructured holograms
produced by the computer had a SNR (a ratio of the
mean number of photonsto one standard deviation of
the mean) of at most (700)1/2 or about 27:1. This
number is obtained by subtraction of the constant dark
current (400) from the maximum number of counts on
the linear range of the OMA (750) and combining two
such picture elements into one for display purposes.
The SNR characterizes only the detection of light at a
single point in the reconstructed hologram by a detec-
tion that functions through photon absorption. It does
not include effects in the output hologram due to im-
perfections in the storage medium or associated optics.
The quality of the reconstructed holograms can be im-
proved substantially in terms of closer correspondence
to the original 2-D pattern it represents through the use
of phase-coded or phase-diffused reference
beams,17:18 o

Considerably better SNR and lower background or
dark current could be obtained with the use of a sec-
ondary electron conduction (SEC) vidicon. Although
SEC vidicons have lower luminous sensitivities than
SIT vidicons, they have much larger linear dynamic
ranges, much lower leakage or dark currents, and much
longer image storage times. The resultant SNR is much
larger since each OMA corresponds to a much larger
number of detected photons at the vidicon surface.
The only restriction on the use of SEC vidicons as de-
tectors is that the holograms must be reconstructed with
a strong enough laser beam that the bright (or illumi-
nated) regions are intense enough to be well above the
minimum level detectable by the SEC vidicon and yet
not so intense as to erase the hologram in the storage
crystal.

Better performance in terms of recovery of the stored
binary information from the hologram could be ob-
tained through the use of storage formats more com-

plicated than simple light (digital one) or dark (digital
zero) regions of the hologram. This format is the 2-D
equivalent of temporal ON-OFF binary signaling. It is
well known that for direct detection optical communi-
cation systems, binary pulse position modulation for-
mats (BPPM) give much better performance in terms
of bit error rates than ON-OFF signaling given equal
total amounts of received light energy. The optimal
detector: for such farmats involves comparisons of re-
ceived signals not against fixed thresholds but with
other received signals. In a BPPM system the detector
records total energy received in each half of a signal
interval and chooses the binary signal (one or zero) that
corresponds to the received sequence (e.g., more energy
in the first half of the interval than the second). The
2-D equivalent of this format would be a checkerboard
array of a light region followed by a dark and vice versa.
The optimal detector for this pattern would simply
compare vidicon signals from two adjacent regions and
determine which signal is larger. This type of storage
format would completely circumvent problems that
arise in the fixed threshold ON-OFF format due to
nonconstant dark currents over the entire vidicon sur-
face and due to intensity variations across the reading
and writing laser beams. The only disadvantage is that
precise alignment of the holograms with the vidicon is
required. '

The experimental results show that hologram output
is limited by diffraction due to the hologram diameter
and spatial filtering. The two interpretations are es- -
sentially equivalent yielding the familiar form of Eq. (2).
The 2-D storage density limit is independent of the
hologram diameter and around 200k bits/cm? for the
view angle used. Angular and wavelength indexing
were studied with angular indexing proving to be the
more reliable of the two. A 8-D storage density was
estimated to be 3 X 108 bits/cm3 for a useful angle of 60°
and 1010 bits/cm? when the viewing angle is optimized.
These results offer strong endorsement for the use of
holographic storage in photorefractive crystals for op-
tical random access memories and read-write memo-
ries.
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